Shape optimization of 2D structures using simulated annealing
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Abstract

The goal of this study is to obtain globally optimum shapes for two-dimensional structures subject to quasi-static loads and restraints. For this purpose a technique is proposed, using which the volume (or weight) of a structure can be minimized. The emphasis is on how one can define the shape precisely, and find a shape that accurately reflects the globally optimum shape.

As design constraints, stresses developed in the structure should not exceed the maximum allowable stress, and connectivity of the structure should not be lost during shape changes. Optimization is achieved by a stochastic search algorithm called direct simulated annealing (DSA), which seeks the global minimum through randomly generated configurations. In order to obtain random configurations, a boundary variation technique is used. In this technique, a set of key points is chosen and connected by cubic splines to describe the boundary of the structure. Whenever the positions of the key points are changed in random directions, a new shape is obtained. Thus, coordinates of the key points serve as design variables. In order to apply the optimization procedure, a general computer code was developed using ANSYS Parametric Design Language. A number of cases were examined to test its effectiveness. The results show that this technique can be applied to two-dimensional shape optimization problems with high reliability even for cases where the entire free boundary is allowed to vary.

© 2007 Elsevier B.V. All rights reserved.

Keywords: Direct search simulated annealing (DSA); Boundary variation; Precision; Accuracy; FEM; 2D structures

1. Introduction

The increasing demand for lightweight, high-performance, low-cost structures, drives the considerable current research going on in the field of structural optimization. Studies on shape optimization [1–87] attest that shape changes may lead to considerable savings in weight and improvements in structural performance. Applications in this field include optimum shape designs of fillets [4,7,9, 12,20,25,27,30,43,50,53,69,70,85,87], cams [61], holes in plates [3,7,9,10,12,19,22,25–28,32,39,41,42,60,66,73,76, 80,83,85,87] for single and multiple [68] load cases, rings [30], torque arms [6,20,27,38,62,71,84], connecting rods [31,53,74,79,83], brackets [6,38,62,79,84], chain links [10,27,77], hooks [20,42], torque converter subject to pressure and centrifugal loads [69], uniaxially loaded plate with a hole [77], bridge under moving [76] and static [73] loads, plates containing cracks [37], plates with a notch [35,59,85], 2D structures subject to fatigue loading [74], 2D structures subject to thermomechanical boundary conditions [57], 2D structures containing a crack [55], various other 2D structures [39,48,65,70], saw blades [23], cantilever beams [21,24,28,29,35,41,53,60,64,70,88], beams subject to torsional loading [49], beams with thin-walled sections [44], axially excited beams [72], thin-walled tubes subject to torsional loading [77], shells under dynamic loading [67], components which are in contact [40,46,54,56,75,83], wheel profile of railway vehicles [81], thermal fins [17,58], axisymmetric structures [78], 3D structures like engine bearing cap [11], cantilevered thick plate with a hole though the thickness [16,47], aircraft turbine disk [16], control arm [63], engine mount bracket [63], and slider bearings [82].

The general purpose of shape optimization is to find the best profile for a structure under various constraints...
imposed by the requirements of the design. The optimum shape provides either the most efficient and effective use of material or the best performance. Accordingly, in some of the studies the goal was to minimize weight of the structure [10,11,16,17,20,24,25,30,31,35,38–41,48,49,51,53,62,69–71,77–79,84], in others to increase mechanical performance, e.g. to minimize stress concentration [3,19,22,25,26,32,33,42,43,57,60,66,68,77,83,87], maximize fracture strength [37,80,85], buckling strength [65], fatigue life [50,55,59,68], and heat flux [17,58], minimize peak contact stress [46,54,56,75,83], compliance [7,29,34,48,63,64,67,70,57,73,78], peak acceleration [67], and the probability of failure for brittle materials [23], and optimize dynamic behavior of structures [44,52,72,88].

In order to optimize a structure, some of its properties affecting the cost function should be changed. As for a shape optimization problem, the boundary should be allowed to vary. In previous studies, boundaries of the structures were usually defined by spline curves [9,11,23–25,28,31,35,39–41,46,47,51,56–61,65,66,69–71,76,77,87,88] passing through a number of key points. Positions of these points thus become design variables. NURBS curves [27] defined by a polygon can also be used to define a shape. Weights at each vertex of the polygon then become design variables. Some parameterized equations can be used for boundary curve [26,30,34]: the parameters then control the size, shape and aspect ratio of the boundary. The advantage of using these curves is that one may define the shape of the model using just a few design variables and obtain a smooth boundary. Alternatively, in a number of studies [3,32,43,64,68,83] all or some of the nodes at the boundaries were allowed to change their positions; or magnitudes of a set of fictitious loads on the boundary nodes were changed [10]; or more simply dimensions of individual parts of the structures were taken as design variables [29,52]. Also, by removing or restoring materials within the elements of the finite element model, the shape of the structure may be changed [20,26,49,74,75,80]. In that case, presence of material becomes a design variable.

During a shape optimization process, geometry of the structure may undergo substantial changes, such that it can no longer be considered as a viable structure, e.g. geometric model may become unfeasible [20,21], stresses may exceed the admissible stress level [20,21,24,29–31,35,38–41,51,62,71,78,79,84], fatigue life may be shorter than the lowest allowable number of cycles [74], natural frequency may be lower than a certain limit [24], displacements may be too large [11,16,24,35], finite element mesh may become too distorted [59], the area or volume may become too large [7,29,46,65,67,72,73,88], manufacturing may become too difficult [59]. In these cases, behavioral or side constraints should be imposed.

Locating globally optimum shape designs is a difficult problem, requiring sophisticated optimization procedures. In typical structural optimization problems, there may be many locally minimum configurations. For that reason, a downhill-proceeding algorithm, in which a monotonically decreasing value of objective function is iteratively created, may get stuck into a locally minimum point other than the globally minimum solution. Its success depends on the choice of initial design. The usual approach is to employ the algorithm many times starting from different configurations with the hope that one of the initial positions be sufficiently close to the globally minimum configuration, and then to choose the lowest value as the globally minimum solution. Another disadvantage is that if the starting point is outside the feasible region, the algorithm may converge to a local minimum within the infeasible domain.

If a downhill-proceeding local search algorithm is used, an optimization procedure can only be successful if it is used to improve the current design [4,69,83] or only a small segment of the boundary is allowed to move [3,4,9,12,19,26,28,35,39,43,53,69], or only a small number of dimensional parameters are used to define its shape [6,26,29,30]. The advantage of using these algorithms, on the other hand, is their computational efficiency. Just a small number of iterations are needed to obtain an improved design.

One of the optimization methods that have been used to obtain optimum structural designs is evolutionary structural optimization. The approach is to gradually remove inefficient materials until the shape of the structure evolves into an optimum. Although this method is not a global search algorithm, because of its simplicity and effectiveness, it has been applied to many structural optimization problems [49,74–76,80]. This method is also suitable for topology optimization, where not only outer boundary but also geometry of inner regions is allowed to change. There are also similar algorithms which can effectively be used to find improved designs such as biological growth methods [19,38,66] and metamorphic development methods [78].

In order to find the absolute minimum of an objective function without being sensitive to the starting position, a global optimization method has to be employed in structural optimization problems. Stochastic optimization techniques are quite suitable in this respect. Among their advantages, they are not sensitive to starting point, they can search a large solution space, and they can escape local optimum points because they allow occasional uphill moves. The genetic algorithm (GA) and simulated annealing (SA) algorithm are two of the most popular stochastic optimization techniques.

Genetic algorithms found many applications on shape optimization problems [15,21,31,41,47,48,61,64,70,57,77,79]. They are based on the concepts of genetics and Darwinian survival of the fittest [13]. The idea is to start the search process with a set of designs, called population. The search procedure is a simulation of the evolutionary process. The genetic algorithm transforms one population into a succeeding population using operators of reproduction, recombination, and mutation. The convergence to the global minimum depends on the proper choice of the design parameters, rules of the reproduction and mutation.

Kirkpatrick et al. [89] first proposed simulated annealing (SA) as a powerful stochastic search technique. The main
advantage of SA is that it is generally more reliable in finding the global optimum, i.e. the probability of locating the global optimum is high even with large numbers of design variables. Application of simulated annealing to shape optimization of the structures is quite rare. Anagnostou and his coworkers [17] used SA to design a thermal fin with minimum material use. Shim and Manoochehri [20] used SA to obtain optimal designs for two-dimensional structures with a minimum use of material. In their approach, a structure was first divided into a number of small finite element blocks and then these blocks were randomly removed or restored to obtain a randomly generated new shape. One difficulty with this method is that removing and restoring an element may violate model connectivity. Whenever a new configuration is generated its connectivity should be checked by a complicated algorithm. Another difficulty is the roughness of the resulting boundaries. If smooth boundaries are desired, small elements should be used, resulting in long computational times. However, their study demonstrated the promise of SA in solving shape optimization problems.

The ultimate goal of a designer in using a shape optimization algorithm is just to state the boundary conditions and let the algorithm do some iterations without human intervention and automatically produce the best design. In this respect, the previous studies had only a relative success. Many of them relied too much on designer’s intuition, or imposed tight restrictions on the movements of boundary, or fixed some portions of boundary so that the number of possible designs among which the algorithm may search the optimum one was quite limited. This study attempts to come one step closer to our ultimate goal. The procedure developed in this study may start from almost any initial model thanks to the global search algorithm used. In fact the only interactive effort required from the designer is to provide an initial coarse boundary model consisting of spline curves passing through the given key points, and to specify the boundary conditions and which key points of the boundary are allowed to move during the optimization process.

Another requirement for the search of globally optimum configuration is the precise definition of the optimized system. If the system is simple, complete definition of it may require large numbers of design variables. If all of them are used as optimization variables, that means if the optimized system is precisely defined, long computational times are needed, and also likelihood of locating the optimum design may become very low. If the definition of the system is based on a limited number of design variables, that means if the definition allows for only a limited number of distinct configurations, the resulting optimum configuration may not reflect the best possible design. Although using the most precise definition of the system during optimization is desirable, this is usually not practicable; but if a less precise definition is used, one should be aware of its impact on how well the final design represents the best possible design. To the author’s knowledge, there is no study on structural optimization, or specifically on shape optimization in which precision was a main concern. Apparently, in most of the previous studies, definition of shape was not precise enough to be capable of representing the best possible shape. In this study, on the other hand, a procedure is proposed to monitor precision so that a reasonable compromise can be made between a better definition and a shorter computational time.

Another concern in shape optimization is the accuracy, i.e. how well the resulting optimum shape reflects the best possible shape. In many of the previous studies, the goal was to improve an intuitively found current design through a local search algorithm rather than to find the best possible shape. In some of them, global search algorithms were used, but the accuracy remained questionable. In this study, a number of methods are proposed to achieve high accuracy.

2. Problem statement

Consider a two-dimensional structure as in Fig. 1 having a geometry that can be defined by its boundary and thickness. The structure is subject to in-plane quasi-static loads; it is also restrained from moving at some points of the boundary. Applied loads and restraints are considered as boundary conditions. The structure should be able to resist the loads without failure. This means the material should not yield. Besides, no part of the structure is to lose its connection to the restraints; i.e. the structure should remain in one piece. These are the two constraints imposed on the structure. Our objective is to minimize the volume (or weight) of the structure, in other words, to obtain a configuration (shape) with the most efficient use of material without violating the behavioral and geometric constraints.

The shape optimization problem for minimum weight can be formulated briefly as

Given: initial positions of key points, boundary conditions (applied forces and restraints), material properties

Find: the optimum shape of the structure

Minimize: \( V = \text{volume of the structure} \)

Subject to: (i) the stress constraint \( (\sigma_{\text{max}} \leq \sigma_{\text{allow}}) \)

(ii) the geometric constraint (model connectivity)

Design variables: the positions of the key points

\( F_1 \)

\( F_2 \)

\( F_3 \)

\( P_1 \)

Fig. 1. Representation of a 2D shape optimization problem.
This means that the maximum equivalent (Von Mises) stress of the structure, $\sigma_{\text{max}}$, should be less than or equal to the maximum allowable stress, $\sigma_{\text{allow}}$, and the key points which are used to define the boundaries of the structure should move without any loss in model connectivity.

3. Problem solution

In this study, direct search simulated annealing (DSA), proposed by Ali et al. [90], is adopted. This is an improved version of simulated annealing. SA gets its name from the physical process whereby the temperature of a solid is raised to a melting point, where the atoms can move freely and then slowly cooled. The method attempts to model the behavior of atoms in forming arrangements in solid material during annealing. Although the atoms move randomly, as their natural behavior they tend to form lower-energy configurations. However, this is a time-driven process. When a material is crystallized from its liquid phase, it must be cooled slowly if it is to assume its highly ordered, lowest-energy, perfect crystalline state. At each temperature level during cooling, the material should reach equilibrium. As the temperature decreases, the arrangement of the atoms gets closer and closer to the lowest-energy state. This process continues until the temperature finally reaches freezing point.

There is an analogy between a physical annealing process and an optimization process. Different configurations of the problem correspond to different arrangements of the atoms. The cost of a configuration corresponds to the energy of the system. Optimal solution corresponds to the lowest-energy state. Just in the same manner the atoms find their way to build a perfect crystal structure through random movements, the global optimum is reached through a search within randomly generated configurations.

In SA, an arbitrary initial design is selected and systematically updated until a stopping criterion is satisfied. Updating is based on an iterative procedure. In each iteration, an arbitrary design is generated in the neighborhood of the current configuration. If the cost function of the new design has a smaller value compared to that of the current design, it is accepted. The new design then replaces the old one. On the other hand, if the new cost function has a larger value, the acceptability of the design is decided according to the probability of Boltzmann distribution. The calculation of this probability depends on a temperature parameter, $T$, which is referred to as temperature, because it plays a similar role in the optimization process as the temperature in the physical annealing process. The temperature is kept constant for a number of trials and then reduced. The rate of reduction should be slow so as not to get trapped at a locally minimum point. At initial stages of the algorithm (at high temperatures), the probability of accepting worse designs is higher but later on at low temperatures, this probability becomes lower and lower so that in the end the designs having a higher cost are almost never accepted.

DSA differs from SA basically in two aspects. Firstly, DSA keeps a set of current configurations rather than just one current configuration. Secondly, it always retains the best configuration. In a way, this property imparts a sort of memory to the optimization process. If a newly generated configuration is accepted, it just replaces the worst configuration.

3.1. The cost function

Because the thickness of the structure is fixed and only its lateral area is allowed to vary, the objective function to be minimized may be taken as its area instead of its volume. Shape optimization is a constrained optimization; but SA is only applicable to unconstrained optimization problems. By integrating a penalty function for constraint violations into the cost function, the constrained optimization problem can be transformed into an unconstrained problem, for which the algorithm is suitable. A combined cost function may be constructed as

$$f = \frac{A}{A_{\text{ini}}} + c \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{allow}}} - 1 \right)^2.$$  \hspace{1cm} (1)

Here, the bracketed term is defined as

$$\left( \frac{\sigma_{\text{max}}}{\sigma_{\text{allow}}} - 1 \right) = \begin{cases} 0 & \text{for } \sigma_{\text{max}} \leq \sigma_{\text{allow}}, \\ (\sigma_{\text{max}}/\sigma_{\text{allow}}) - 1 & \text{for } \sigma_{\text{max}} > \sigma_{\text{allow}}, \end{cases}$$

where $A_{\text{ini}}$ is the area of the initial configuration; $c$ is a weighing coefficient, for which a value about 0.9 was found to be satisfactory. Any excursion into the infeasible region ($\sigma_{\text{max}} > \sigma_{\text{allow}}$) results in an increase in the cost function. On the other hand, if model connectivity is lost, the new configuration is never accepted, and therefore there is no need to calculate its cost function.

3.2. The boundary variation technique

SA requires random generation of a new configuration (in our case, a new shape) in each iteration. Definition of a configuration should be made based on optimization variables. The algorithm tries to find the optimum values of these variables, which define the best configuration. Shape of a 2D-structure is defined by its thickness and boundary. Accordingly, its shape can easily be described by spline curves passing through a number of key points. Some of these points may be fixed, while others are allowed to move during optimization. As illustrated in Fig. 2, whenever the positions of the moving key points are changed in random directions through random distances, a new boundary, thus a new configuration is obtained. Accordingly, the $x$ and $y$ coordinates of the moving key points become optimization variables. Model connectivity is ensured by just checking whether or not the spline segments of the boundary cross over or touch each other, which is automatically done by the FE software.
Key points are allowed to move only within a region, $S$, defined by the designer. Although search of the global minimum without restricting the movements of the key points is possible, computational time becomes unnecessarily much longer. Search domain should not be too restrictive, but should exclude the regions that are definitely expected to be far away from the boundary.

For the direction of movement, a random real number between 0 and 360, for the moving distance a random number between 0 and $R_{\text{max}}$ is chosen. Here $R_{\text{max}}$ is the maximum moving distance. Our experience has shown that in order to search the global optimum within a large region, instead of giving small perturbations to the current configuration to obtain a new configuration in the near neighborhood of the current one, we should allow a large variance in the current configurations. For this reason, the magnitude of $R_{\text{max}}$ is taken as 10% of the square root of the searched area, $S$; thus each key point can move up to a distance of about 10% of average dimension. This means that the neighborhood of a current configuration where a new configuration is generated is initially quite large. This can also be considered as a logical consequence of simulating the physical annealing process, where mobility of atoms is large at high temperatures. Also, as in the physical process, where mobility of atoms decreases as the temperature is lowered, moving distance is reduced as the temperature parameter is decreased; but the reduction scheme does not directly depend on temperature. The configuration that is worse than all current configurations except the worst one is defined as the worse configuration, and if no improvement is made on the worse shape during a Markow chain, $R_{\text{max}}$ is reduced by 0.5%.

3.3. The set of current configurations

DSA unlike ordinary SA starts with a set of $N$ configurations, $A$, rather than starting with only one configuration. For the shape optimization problem, the initial set of $N$ different shapes is selected randomly within the search domain, $S$, without any regard to cost, but connectivity is observed. Their costs are calculated and stored. The highest and lowest cost function values are denoted as $f_h$ and $f_l$. The number of these configurations depends on the dimension of the problem:

$$N = 7(n + 1),$$

where $n$ is the dimension of the problem, i.e. the number of design variables. Since $x$ and $y$ coordinates of the moving key points are the variables defining the shapes, in our case $n$ is given by

$$n = 2n_m,$$

where $n_m$ is the number of moving key points. This means that for each additional moving key point, one must generate 14 more current configurations.

3.4. Generation mechanism

In each iteration, first, a configuration is randomly selected from the set of current configurations, and then random displacements are given to the moving key points, resulting in a new shape. If any of the moving key points falls outside the search domain $S$ (Fig. 2), this process is repeated until all of the moving key points fall within $S$. During movements of the key points if one segment of the boundary crosses another one, or they touch each other, connectivity is lost. In that case, the generation process is repeated.

3.5. Acceptability

Acceptability of a new configuration depends on the value of its cost function, $f$; its acceptability, $A_t$, is calculated by

$$A_t = \begin{cases} 
1 & \text{if } f_i \leq f_h, \\
\exp((f_h - f_i)/T_k) & \text{if } f_i > f_h 
\end{cases}$$

where $f_h$ is the highest cost function value in $A$. This means every new design having a cost lower than the cost of the worst design is accepted. But, if the cost is higher, the trial configuration may be accepted depending on the value of $A_t$. If it is greater than a number randomly generated between 0 and 1, the trial configuration is accepted, otherwise rejected.

If the trial function is accepted, it replaces the worst configuration. The best configuration, thus, always remains in $A$. In each iteration, $f_h$ and $f_l$ are updated. At high temperatures it is unlikely that $A$ will form a dense cluster. At low temperatures, because the likelihood of accepting a worse configuration is low, $A$ will shrink to form a dense cluster.

3.6. Cooling schedule

The simulated annealing process consists of first “melting” the system being optimized at a high “temperature”, $T$, then lowering the temperature slowly until the system “freezes” and no further changes occur. Here, temperature, $T$, has no physical meaning; it is just a control parameter. Melting corresponds to the initial stage at which
configurations are generated within the solution domain, $S$, without much regard to the cost. At high temperatures, (high values of $T$) the probability of acceptance is high as Eq. (5) implies. Accordingly, configurations that have even very high cost values may be accepted, just as in the physical annealing process the atoms in the melting state may form configurations having very high energy. At low values of temperature parameter, acceptability becomes low and acceptance of worse configurations is then unlikely, just as the atoms become stable, and do not tend to change their arrangements at low temperatures. The cooling schedule in SA controls the convergence of the algorithm to the global minimum just as the cooling scheme in the physical annealing process controls the final microstructure. Therefore, performance of SA depends on the cooling schedule.

In a cooling schedule, first an initial value, $T_0$, should be specified for the temperature parameter. A scheme is then required for reducing $T$ and for deciding how many trials are to be attempted at each value of $T$. Lastly, the freezing (or final value of the) temperature parameter is specified.

Initial value of the temperature parameter: Its initial value should be high enough to allow nearly all trials to be accepted. This provides complete “melting” at the initial stages of the optimization process. Otherwise, the region will not be thoroughly searched and thus the algorithm may become trapped in a local minimum. In the physical analogy mentioned earlier, choosing high $T_0$ corresponds to heating up the solid until all particles are randomly arranged in the liquid phase such that atoms may freely arrange themselves.

Length of the Markow chains: Iterations during which the value of the temperature parameter, $T$, is kept constant are called Markov chains (or inner loops). Ali et al. [90] adopted the following equation to decide on the length of a Markov chain (the number of trials (or iterations)) for the $k$th level of $T$:

$$L_k = L + L(1 - e^{L - f_k}).$$

Here

$$L = 10n,$$

where $n$ is the dimension of the problem given by Eq. (4). At high temperatures, the current configurations form a sparse cluster; consequently $f_b - f_i$ is large and Markov chain length is close to $2L$. On the other hand, when they form a dense cluster at low temperatures, it approaches to $L$. During the execution of $k$th Markov chain with length $L_k$, if a configuration is generated having a cost less than $f_k$, the best value in $A$, the current chain is stopped, and a new Markov chain is started. If a configuration better than the best configuration in $A$ is not found, the complete chain of length $L_k$ is executed.

The scheme for decreasing the temperature parameter: After the initial value of the temperature parameter, $T_0$, is determined, a decrement rule must be established to find the subsequent values of the temperature parameter. The probability of reaching the global optimum solution depends on how fast the value of the temperature parameter is lowered. If the cooling rate is fast, the optimization process will probably end up with one of the higher-cost local minima. If the cooling rate is slow, the reliability of finding the global optimum solution will be high, but, the optimization process will take excessively long time. Therefore, the choice of the cooling schedule determines the effectiveness of the algorithm.

In DSA, a temperature scale factor, $(z_{k+1})$, is specified to calculate the value of the temperature parameter in the next Markov chain, $T_{k+1}$.

$$T_{k+1} = z_{k+1}T_k,$$

where $T_k$ is the value of the current temperature. A value for $z_{k+1} \in [z_{\text{min}}, z_{\text{max}}]$ is calculated using the following equation [90]:

$$z_{k+1} = \begin{cases} z_{\text{max}} & \text{if } L_k > L'_k, \\ z_k - (z_k - z_{\text{min}})(1 - L'_k/L_k) & \text{else if } L_k > L'_{k-1}, \\ z_{\text{max}} - (z_{\text{max}} - z_k)(L_k/L'_{k-1}) & \text{else } L_k \leq L'_{k-1}. \end{cases}$$

where $L'_k$ is the actual number of trials executed in the $k$th Markov chain. If no configuration is found in the $k$th Markov chain (inner loop) that is better than the best current configuration $L'_k$ is to set the value of $L_k$. If a configuration which is better than all is found, the inner loop is terminated, and $L'_k$ is set to the number of iterations actually executed in this loop. In this study, $z_{\text{max}} = 0.999$ and $z_{\text{min}} = 0.99$ were chosen as appropriate values, which provided a compromise between the two effectiveness criteria, i.e. short computational time and high reliability of locating global minimum. Initial value of $a$ is taken as the average of $z_{\text{max}}$ and $z_{\text{min}}$.

Because, a new configuration is generated by giving perturbations to a configuration selected randomly among a large number of current configurations, and once accepted the new configuration replaces only the worst one, cooling rate has less importance in DSA in comparison to conventional SA. The worst configuration seldom plays a role in the generation process. Again, it is important to start with a temperature high enough to accept almost all generated configurations.

Stopping criterion: The optimization process is terminated when no further appreciable improvement can be achieved. This occurs when three conditions are satisfied. Firstly, the current temperature parameter should be small, in other words it should be close to the “freezing temperature” (zero), i.e. no further worse designs may be accepted. Secondly, the current configurations, $A$, should form a dense cluster; thus all alternatives were eliminated and optimization process converged to a single configuration. Thirdly, the maximum moving distance of key points, $R_{\text{max}}$, should be small; this means the neighborhood of the current configurations within which optimum design is sought became very small. Accordingly, the stopping criterion can be expressed as
\[ f_h - f_t < \varepsilon_1 \quad \text{and} \quad T_k < \varepsilon_2 \quad \text{and} \quad R_{\text{max}} < \varepsilon_3, \]

where \( \varepsilon_i \) are small numbers. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

### 3.7. Solution procedure

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.

As a first step in the optimization procedure, the designer defines the force and displacement boundary conditions. For the optimization problems that were considered, it was more than sufficient to take \( \varepsilon_1 = \varepsilon_2 = 0.0001 \), and \( \varepsilon_3 = 0.05 \text{ mm} \) for a good estimate of the global minimum. The value of \( \varepsilon_3 \) depends on the dimensions of the structure.
4. Accuracy of an optimum design

The measure of accuracy for an optimum configuration is the degree of how well it represents the best possible design.

As one of the sources detracting from the accuracy, search algorithm may get stuck into one of the local optimums that fail to approximate the global optimum. One may not ensure that the resulting configuration is globally optimal, but may use relatively reliable search algorithms such as simulated annealing. With a good choice of optimization parameters, one may achieve reliability greater than 90% at the same time avoid excessively long computational times.

Another source of low accuracy is due to errors in calculating the cost of a configuration [35,86]. In many structural optimization problems, maximum stress value is used either in calculating the cost function or in checking constraint violations. Designers usually carry out a finite element (FE) analysis to calculate the stress state in the structure, but they tend to choose a rough FE mesh to alleviate the computational burden. However, this may lead to erroneous values of stress, and the resulting design, as shown before [86], will not even be similar to the globally optimum design.

Imprecise definition of shape also leads to optimal shapes not similar to the best possible shape, which will be discussed next.

5. Precision of an optimum design

How well the optimized system is defined by the design variables is a measure of precision. Some of the parameters that define the system are allowed to be changed during an optimization process. The number of these parameters and the range of values they may take determine the degree at which the system can be tailored to the best performance. By increasing the number of design variables and range of their values, one may obtain a better definition and also a better optimum design. In the shape optimization problem, by using a larger number of moving key points, one may better describe the boundary, i.e. shape of the structure, and minimize its volume to a larger extent. However, the chances of locating the globally optimum design become lower and lower as the number of design variables increases, at the same time computational times get longer and longer. With a large number of optimization variables, locating the global minimum becomes difficult. As the designer tries to obtain a more precise definition, he or she becomes less sure of the accuracy of the results. One may repeat the optimization process many times and designate the design having the lowest cost as the global optimum design. However, because of long computational times this approach is not feasible. Another way to overcome this difficulty is to start optimization by choosing only a few design variables and finding the optimum design. In this case, the reliability of locating globally optimum design will be high, even though precision will be low. Then, the designer keeps increasing the number of variables and finding the optimum designs. With the assumption that the discrepancy between the successively obtained optimum designs will not be large as the number of design variables is increased, one may observe convergence to the most precise globally optimum design.

6. Results and discussions

The optimization algorithm was implemented using the parametric design language of ANSYS. By just executing its commands, key points and spline curves are generated, connectivity of the model is checked, the area bounded by
these curves is calculated, a completely new finite element mesh is automatically generated in each iteration, and the maximum equivalent stress and cost are calculated.

In all the problems that were considered, the material of the structure was steel with an elastic modulus of 207 MPa and Poisson’s ratio of 0.28 and the structure was in plane-stress condition. Stresses were assumed to be within the linear elastic region of the stress–strain curve.

6.1. Optimal design of an eccentrically loaded plate

One of the problems that were considered in this study is the optimal design of an eccentrically loaded plate restrained at one end and loaded at the other (Fig. 4). One segment of the border on the right is fixed in length and subject to 200 MPa pressure. The left border is defined by a line between two key points; the lower one is fixed, while the upper one is free but restrained to move in the vertical direction. The search domain, S, within which the key points can move, is defined by a rectangle of dimension 10 cm × 12 cm. The allowable stress of the material is taken as 300 MPa.

First, five key points were used to describe the boundary and using their coordinates as design variables the best shape was found. Fig. 5 shows the optimal shape with its finite element mesh. The cross-section becomes larger and larger away from the loaded regions due to increased bending moment. Because the number of design variables was low, the optimum design could be obtained with high reliability. Then, optimization process was repeated using seven and nine moving key points resulting in the optimum designs shown in Figs. 6 and 7. The maximum moving distance, $R_{\text{max}}$, was initially 1.00 cm, and at the end of the optimization process, it decreased to a value of 0.036 mm. In this way, the algorithm could search a large region initially, and a close neighborhood towards the end of the optimization. The lateral areas of the optimum shapes defined by five, seven, and nine key points turned out to be 37.100, 36.313, and 35.903 cm$^2$, respectively. Consequently, with a higher number of key points, we could obtain a more precise definition of shape and also find an optimum configuration with a lower cost. Even though reliability of the solution becomes low with a large number of design variables, because it approximates the more reliable optimum designs defined by smaller number of key points, the reliability is ensured.

In order to ensure the accuracy at which the cost was calculated, convergence of the FE solution was frequently checked during the optimization process. If the change in the magnitude of the maximum stress was greater than 0.5% when FE analysis of currently best configuration was carried out using one fourth of the current size of finite elements, then the FE mesh was refined. The significance of
accuracy in FE calculations is better seen in Fig. 8, which shows the optimum shape obtained when a rough mesh is used. Although the error in stress level is only 5%, the discrepancy in shape was quite large.

6.2. Optimal design of a hook

Another problem considered in this study is the optimal design of a plate restrained at the top edge, and loaded over an arc of surface as shown in Fig. 9, which corresponds to loading of a hook. The half circle has a radius of 1.5 cm. This curved border is fixed in length and subject to 150 MPa pressure at the center decreasing to zero magnitude toward the sides. The restrained top border is defined by a line between two key points; both of them are free to move, but only in the horizontal direction and symmetrically such that their midpoint retains its position. The rest of the key points on the border are free to move within a search domain, $S$, of dimension 13 cm $\times$ 18 cm. The allowable stress of the material is taken as 800 MPa.

At the start of the optimization, initial current configurations are created by describing spline curves through key points randomly generated within the search domain, $S$. They are then ordered with respect to their cost; the ones having the lowest and highest costs are named as the best and worst configurations, respectively. Fig. 10 shows some these initial configurations created for the optimum hook design problem including the best (Fig. 10a) and worst (Fig. 10b) ones.

Fig. 11 shows the optimal shapes obtained using 6, 8, 10, 12, and 13 moving key points. The lateral areas of them are 37.888, 34.343, 33.959, 33.077, and 33.412 cm$^2$, respectively. When the number of key points is too large, locating the global minimum becomes extremely difficult. More or less the same curve can be generated by many different sets of key points. Then, there could be numerous near global optimum designs. For this reason, the algorithm may get stuck into one of them as in this case. The optimum shape defined by 13 key points is worse than the one defined by 12 key points. In these cases, one may start at a higher temperature and decrease the reduction ratio of the maximum moving distance to increase the probability of convergence to a better design at the expense of longer computational times; but there is a more effective method to be discussed later.

The maximum moving distance, $R_{\text{max}}$, was initially 1.60 cm, and towards the end of the optimization process, it decreased to a value of 0.092 mm. The upper regions of the hook are subject to pure axial load; for this reason they
have the smallest cross-section. The other sections are subject to axial as well as bending moments. Because structures are far weaker against bending, and also because of stress concentration due to curved and varying cross-sectional areas, these regions have large cross-sections. One should also note that, although the resulting shape design is optimum for the given loads, it can barely be considered as a good design. The sharp corner can easily be broken during service. This optimization problem as stated above is considered only to see the effectiveness of the algorithm. In a more realistic optimum shape design, the loads that can be accidentally applied on the corner should be considered. Besides, one should consider a more realistic distribution of the contact forces.

It should also be noted that the failure criterion ($\sigma_{\text{max}} > \sigma_{\text{allow}}$), which was also adopted in the previous studies for statically loaded structures made of ductile materials, even though easy to apply, is not appropriate in real life design problems. The failure mode of components made of ductile materials is large permanent deformation. This occurs when the nominal stress at a section exceeds the yield strength of the material. For this reason,
stress concentration effects are neglected. In our case, the maximum stress not nominal stress is used in the failure criterion. The optimum design reflected this choice. If an overload occurs, curved regions locally yield, but the section mainly remains elastic, and holds on. On the other hand, in the straight portion, where stress state is uniform, entire cross-section yields. Catastrophic failure, which occurs when the maximum stress exceeds ultimate stress, should also be expected to occur first in the straight portion. For this reason, the straight portion is weaker, and its cross-section should be made larger. The shape can be considered to be optimum, only if the material is brittle or the component is subject to fatigue loading.

6.3. Optimal design of a pin-joint

Another problem considered in this study is the optimal design of a pin-joint. Fig. 12 shows a typical pin-joint. The problem is to find the minimum-weight pin-joint that will not fail under static loading. The magnitude of the load is taken to be 200 MPa at the center of the contact zone decreasing to zero towards the end. Radius of the circular holes is 1 cm, and the distance between their centers is 13 cm. During the optimization process, the entire outer boundary is allowed to vary. Because of symmetry, only one quarter of the component is considered for analysis as shown in Fig. 13. The slope of the spline curve is set to 90° at the top, 0° at the bottom in order to ensure symmetry. The key points at these locations are free to move; but one only in the horizontal direction, the other only in the vertical direction. The search domain, $S$ is defined by a rectangle of dimension 4 cm $\times$ 11 cm. The allowable stress of the material is taken as 300 MPa.

Fig. 14 shows the optimal shapes obtained using 4, 6, 8, and 10 moving key points. The lateral areas of them were 13.757, 12.603, 11.948, and 11.895 cm$^2$, respectively. The

Fig. 11. The optimal shapes found using 6 (a), 8 (b), 10 (c), 12 (d), 13 (e) key points.
maximum moving distance, $R_{\text{max}}$, was initially 8 mm, and towards the end of the optimization process, it decreased to a value of 0.031 mm. The resulting optimum shape is somewhat surprising. This does not look like any of the commonly used pin-joints. A curved indent appears at the side of the hole. Although this may look strange, it is not counter to engineering intuition. We may assume that the curved indent tends to reduce the stress concentration effect of the curvature of the hole.

Fig. 15 shows the variation of the lateral area of the best configuration defined by eight key points during the optimization process. Convergence to optimum design may require hundreds of thousands of iterations. Even though simulated annealing does not require sensitivity analysis, computational burden is considerable. Nevertheless, ever-increasing computational capacities made this algorithm a viable approach. It takes a week for a Pentium IV computer to generate the optimum shape defined by eight moving key points. Even so, ways of increasing computational efficiency will be discussed in the following section.

6.4. A benchmark case: optimal design of a torque arm

There is a classical torque arm problem that was solved by Bennett and Botkin [6] using a local search shape optimization algorithm, which has been resolved by other researchers [38, 62, 71, 84]. This problem, depicted in Fig. 16, may be considered as a benchmark case for a newly proposed shape optimization algorithm. The boundaries of the circular holes and semi-circular arcs, AB and CD, are
not movable. The points $A$ and $C$, which are not movable, are connected by a spline curve with two moving key points. The inner hole is defined by two semi-circular arcs and two straight lines. The radii of the curvatures and the abscissas of their centers are design variables. Together with the coordinates of the key points on the spline curve, the total number of the design variables is eight. The structure is symmetric with respect to the axis passing through the centers of the holes. Its thickness is 3 mm. The allowable stress of the material is 800 MPa. The boundary of the circular hole on the left is restrained from displacing, while the other is loaded as shown. The 2D model is generated by subtracting the areas of the circular holes and middle hole from the area enclosed by the outer boundary.

After the area subtraction, if the number of distinct areas is greater than one, connectivity is assumed to be lost.

Fig. 17 shows the optimal shape of the torque arm generated by the shape optimization algorithm. The lateral area is 156.21 cm$^2$ and its mass is 0.366 kg. In comparison to the mass of the optimum shape obtained in ref. [62], which was 0.421 kg, this is a significant improvement. Because the inner boundary is defined by arcs connected by lines, which does not provide smooth transition, there is stress concentration at the connection points. This required a very fine mesh as shown in Fig. 18 to correctly calculate the stresses. Shape optimization eliminated stress concentration at the right connection point to a large extent, but at the left it is not totally eliminated, where maximum stress develops. The outer boundary is also not smooth. Nevertheless this did not cause any problem, because the connection points between the arcs and spline curves are within the low stressed regions.

The classical torque arm shape optimization problem poses difficulties of stress concentration in the transition regions between the arcs and spline curves and also leads to optimum designs that may not reflect the features of the best possible design because of the unmovable borders. In order to see the improvement that can be achieved by allowing its entire border to vary, the inner and outer boundaries were define by spline curves with movable key points as shown in Fig. 19. Because of symmetry, the key points on the symmetry axis ($A$, $B$, $C$, and $D$) may only move along the symmetry axis and the key points on the lower and upper symmetric parts move symmetrically. Thus, there are 16 design variables. The boundary conditions, the material, the thickness of the structure, and the diameter of the holes are the same.

Fig. 20 shows the optimal shape of the torque arm. The lateral area is 124.93 cm$^2$ and its mass is 0.293 kg. Reduction in weight is significant. Sharp corners occur only at the intersection points between outer (or inner) boundary spline curves and the holes. However, these are not within the highly stressed regions. Significant portion of the left circular support is eliminated. Only a small portion is sufficient to resist the applied loads. This example shows the advantage of using spline curves and allowing the entire
boundary to vary except the portion of the boundary where the boundary conditions are defined.

6.5. Optimal design of a torque arm

Another problem considered in this study is the optimal design of a torque arm as depicted in Fig. 21, which is similar to the one considered by Shim and Manoochehri [20]. The radii of the circular holes on the left and the right are 6 mm and 3 mm, respectively. The border of the circular hole on the left is restrained from displacing, while the other is loaded as shown. Because concentrated forces are unrealistic and also the high stresses developed at their points of application dominate stress minimization process, these forces are distributed over a number of neighboring nodes. The entire boundary is allowed to move during optimization except that the holes are fixed. Because the structure is symmetric with respect to the axis passing through the centers of the holes, only the coordinates of the key points on one of its sides are design variables, and the two key points on it are constrained to move along this axis. As shown in the figure, the search domain, S, within which the key points can only move, is defined by a rectangle of dimension 75 mm × 22 mm. The allowable stress of the material is taken as 600 MPa.
Fig. 22 shows the optimal shapes obtained using 4, 5, 6, 7, 8 and 10 key points. The lateral areas of them were 7.8717, 7.4180, 7.3614, 7.1897, 7.1766, and 7.1753 cm², respectively. The maximum moving distance, $R_{\text{max}}$, was initially 6 mm, and towards the end of the optimization process, it decreased to a value of 0.040 mm. As expected, more precisely defined boundaries result in better shapes with smaller areas. Also, consecutively generated shapes are observed to be similar, implying convergence towards the best configuration. A hump appears close to the larger hole when the number of key points is greater than 6.

Although, the same geometry, material, and boundary conditions were used as in the study conducted by Shim and Manoochehri [20], the results are not comparable. They performed a topology not shape optimization; also they did not allow the material around the holes to be removed.

6.6. How practicable is global search using a local search algorithm?

We know that computational burden of global search algorithms is considerable, while local search algorithms may converge in a few hundred iterations. Then, we need to investigate whether local search algorithms are better alternatives to global search, which may be achieved by repeated runs each time starting from a different initial configuration.

Although first or second order algorithms are more efficient, they are not suitable for global search in shape optimization. Because, it is very likely that connectivity of the structure is lost during iterations. In that case, cost can not be calculated; only a large penalty value can be assigned as cost. Then, derivative of the objective function can not be calculated. For this reason, first and second order local search algorithms may only be employed to improve a current design. Therefore, we are left with zero order methods, which only require calculation of objective function values corresponding to a given set of optimization variables. Among them, Nelder–Mead method was chosen and employed repeatedly starting from arbitrarily generated initial shapes. Fig. 23 shows the lateral areas of the generated optimum shapes. Every one of them had a larger area than the one obtained by the global search algorithm. The optimization process was repeated 350 times, which required more than 200 thousand FE analyses of the structure. Therefore, global search through a local search algorithm is also not computationally efficient; the number of times the algorithm requires calculation of the value of the objective function is about in the same range as the number the global search requires. The reason for this is obvious if one examines the shape in Fig. 24, which suggests that there are infinitely different ways a local optimum shape can show itself. Fig. 25 shows the best shape found by Nelder–Mead algorithm. This has a lateral area of 7.5040 cm², which is about 4% larger than the best area.
found by the global search algorithm, DSA. This implies
that starting with arbitrary shapes, it is very unlikely for
a local search algorithm to locate the globally optimum
shape. Also, precision and accuracy can not be checked.
Accordingly, we may conclude that a local search algo-
rithm is not suitable for global search in shape optimiza-
tion problems.

6.7. Towards a more efficient algorithm

As Fig. 15 indicates, large numbers of objective function
evaluations are required for global search with DSA.
Because FE analysis of a linearly elastic 2D structure takes
only a few seconds, this poses no problem during the shape
optimization process of 2D structures; but for nonlinear or
3D structures, computational time becomes too long for
the implementation of DSA to be practicable in shape opti-
mization. Consequently, we need a more efficient optimiza-
tion procedure.

There are a number of ways to increase the efficiency of
the shape optimization procedure proposed in this study.
First of all, the global search algorithm can be used
put together with a local search algorithm. One may start with
DSA and continue the iterations until the global optimum
is approximated. Then, one may continue with a local
search algorithm to attain final convergence. Accordingly,
the optimization process using DSA was intermittently
stopped; a number of configurations were randomly chosen
among the current configurations; using them as initial
 configurations, the shape was optimized using Nelder–
Mead algorithm. Fig. 26 shows the change in the lateral
area of the best shape during the optimization process con-
ducted using DSA for the problem of optimum torque arm
design defined by seven key points. Here, the markers show
the areas of the optimum shapes obtained by Nelder–
Mead. We observe that global search together with local
search is very efficient in obtaining near globally optimum
designs at the early stages of the optimization. However,
towards the end of the optimization process the improve-
ment achieved by the local search is not significant, since
a local optimum is already approximated.

Another way to increase the efficiency is to start the
optimization process using the optimum configurations
obtained with a smaller number of key points as initial con-
figurations instead of randomly generated ones. This
method resulted in improved designs after comparatively
small number of iterations; but they were not as good as
the ones obtained using randomly generated initial shapes.

Improvements in computational time can be achieved by
choosing the search domain more judiciously. After the
first optimization run with four key points, the search
domain, S, defined by a rectangle of dimension 75 mm ×
22 mm was found to be too conservative. The algorithm was searching far larger region than necessary. In spite of this, the same search domain was used for optimizing the shapes defined by larger numbers of key points in order to check the reliability of the algorithm. A better procedure would be to modify the search domain taking into account the size of the optimum shape obtained using a small number of key points. Accordingly, a smaller region with a dimension of 57 mm × 10 mm was used for the optimum torque design problem defined by 7 key points. In this case, the optimization process converged to the globally optimum design approximately in about half of the time spent for the case of the larger search domain. Besides, even though approximately the same shape was obtained, this time the optimum shape had a slightly smaller lateral area.

Observing the significance of the size of the search domain, we may further streamline the procedure by assigning different search domains for each key point. After obtaining the optimum shape design defined by a few key points using a single and large search domain, one may define smaller and individual search domains for each key point in optimizing shapes defined by large number of key points. In this way, one may increase the precision of the optimum shape without detracting from the reliability. In order to try this approach, 14 search domains were defined with 2 × 2 mm size for the optimum hook design problem around the chosen 14 nodes on the boundary of the optimum shape defined by 12 key points. However, the initial configurations were not based on this optimum shape; the key points defining these initial configurations were again generated randomly within the search domains. During optimization, if a key point of the best configuration got near the boundary of its search domain, it was extended to allow the free movement of the key point in all directions. As mentioned before, the lateral area of the optimum shape defined by 12 key points was 33.077 cm²; but the algorithm failed to obtain a better shape when it is defined by 13 key points. Even with a reliable global search algorithm, one may fail to escape local minimums if the search domain is unnecessarily large. This time, even with a 14 key points, the algorithm managed to find a better shape. Fig. 27 shows the optimum shape obtained using 14 key points, its mesh structure and the stress state. The lateral area was obtained to be 32.935 cm².

7. Conclusions

In this paper, a 2D shape optimization procedure based on a global search algorithm, DSA, was presented. The only interactive effort expected from a designer is to define the boundary conditions and decide on material, moving boundaries and number of key points. As opposed to most of the methods proposed earlier, which can only improve a current design, the algorithm proposed here can find the globally optimum shape starting from completely arbitrary configurations.

In this study, the importance of precise definition of the optimized system was shown. With a more precise definition of shape, one may find a better optimum design. Another concern is the accuracy of the optimum design, i.e. how well it represents the best possible design. A procedure was proposed to ensure high precision and accuracy, in which starting from a few key points, optimum shapes are found, each time increasing the number of key points, and convergence to the global optimum shape is observed.

Accurate calculation of the cost function was also found to be a crucial factor in the optimum design process. If the FE mesh is not sufficiently refined, consequently the cost
function is not accurately calculated, the resulting shape cannot be considered to be optimum.

Careful selection of the search domain was found to be crucial for computational efficiency. If an unnecessarily large search domain is chosen, the algorithm may need quite a number of trials to locate the global minimum. The suggested procedure is that a large search domain is chosen if the shape is defined by a few key points; but when the number of key points is successively increased, a more restricted search domain is used taking into account the size of the optimum shapes defined by a lower number of key points. Finally, a separate and small search domain for each key point is used if the shape is defined by a large number of key points. These search domains are defined around the chosen nodes on the boundary of the optimum designs defined by a lower number of key points. In this way, precision and accuracy can be ensured.
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